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First-Principles Investigation of Phase Stability in
Substoichiometric Zirconium Carbide under High Pressure

Scott D. Thiel and James P. S. Walsh*

NaCl-type carbides of the early transition metals can exhibit a substantial
sub-stoichiometry at the carbon site, impacting a host of bulk properties that
depend upon carbon concentration including melting points, mechanical and
elastic properties, and superconducting transition temperatures.
Unfortunately, control over vacancies remains challenging with current
preparation methods, motivating the search for new synthetic approaches
that will allow for the prescription of specific vacancy configurations. Here,
density functional theory is augmented with alloy cluster expansion to
examine the structure and zero kelvin enthalpy of millions of structures
across composition and pressure space. The results are used to examine how
extreme pressures might be used to access novel ordered and disordered
phases of ZrC, many of which have been calculated to be thermodynamically
stable yet remain synthetically elusive. High pressure is shown to significantly
reduce sub-stoichiometry and drive the system toward fully stoichiometric
ZrC. They examine the root of these changes and find that pressure exerts an
influence over the distribution and abundance of specific nearest-neighbor
vacancy pairs. These results suggest that pressure is a powerful tool for the
control of vacancies, and can offer a new synthetic handle on the bulk
properties exhibited in this industrially important class of materials.

1. Introduction

Transition metal carbides (TMCs) have been the subject of in-
tense research over the last several decades on account of their
outstanding mechanical and chemical properties, with their low
compressibilities, high melting points, robust corrosion resis-
tance, and high electrical conductivitymaking themuseful across
a number of high-resilience applications. Examples include WC,
whose hardness makes it useful in deep earth drilling, and ZrC,
whose low nuclear cross section and resistance to fission prod-
ucts attack makes it an ideal coating for fuel particles in high
temperature nuclear reactors.[1–3] TMCs have also been investi-
gated as catalysts for hydrogen evolution and deoxygenation,[4–7]

energy storage materials,[8–10] and as superconductors.[11–13]

S. D. Thiel, J. P. S. Walsh
Department of Chemistry
University of Massachusetts Amherst
Amherst, MA 01003, USA
E-mail: jpswalsh@umass.edu

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/adts.202200439

DOI: 10.1002/adts.202200439

TMCs resulting from the Group 4 (Ti, Zr,
Hf) and Group 5 (V, Nb, Ta) transition met-
als tend to adopt the simple cubic rocksalt
(NaCl-type) structure, where the metal and
carbon atoms exclusively occupy separate
fcc sublattices. The carbon atoms can be
viewed as interstitial atoms occupying the
octahedral spaces between the atoms of the
metal lattice (Figure 1). This arrangement
leads to a very high degree of metal–carbon
bonding, which is believed to contribute to
their exceptional resilience properties.[14–16]

Although the metal sublattice is usually
fully occupied, the carbon sublattice can
host a wide range of vacancies—up to 50%
of the total sites in some cases—while leav-
ing the rest of the structure stable and for
the most part unchanged.[17–24] This prop-
erty is known as sub-stoichiometry, and it
plays a vital role in determining bulk prop-
erties across many material classes.[25–28]

While the presence of vacancies in the di-
lute limit (≈ 10−3) is usually not sufficient
to significantly influence most bulk prop-
erties, the concentration of vacancies possi-
ble in sub-stoichiometric materials (≈ 10−1)

can impart quite considerable effects. For example, va-
cancy concentration correlates to hardness,[14,29,30] ther-
mal conductivity,[31,32] ionic diffusion,[33,34] and electrical
conductivity.[34,35]

The carbon sublattice is usually viewed as a solid solution of
carbon and vacancies. However, it is also possible for the vacan-
cies to exhibit ordering, which can manifest as the formation of a
layered compound (e.g. vacancies forming 2D sheets) or some
other distinct stoichiometric compound with a larger unit cell
and strong internal order.[20,36,37] Vacancies can also exhibit par-
tial ordering, where some vacancy features are distributed dif-
ferently than others. A useful way to quantify this distribution is
through the use of a radial distribution function, or through other
similar functions within the same family such as the pair distri-
bution function (PDF). The PDF gives the probability of finding
a particle at a certain distance from a given particle, and thus de-
scribes the pairwise distribution of all particles within a system.
This type of analysis opens the door to studies that correlate bulk
properties to not only the vacancy concentration, but also the dis-
tribution patterns of the vacancies.
The observation that NaCl-type carbides only form for Groups

4 and 5 metals has been rationalized on the basis of the en-
ergies involved in forming carbon interstitials. It is generally
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Figure 1. The conventional cell of the cubic rocksalt (NaCl-type) structure
of ZrC with the four carbon nearest neighbor distances (NN1, NN2, NN3,
and NN4) highlighted in separate colors. The larger blue atoms are zirco-
nium, and the smaller dark gray atoms are carbon. The nearest neighbors
are shown from the carbon at (0, 1

2
, 0).

accepted that the overall stability of TMCs arises from a delicate
balance of M–M and M–C interactions, and that for Group 6
and higher, the overall energetic penalty for the formation of
an octahedrally coordinated interstitial is simply too high.[38,39]

This precludes the formation of NaCl-type compounds entirely,
and leads instead to structurally distinct compounds such as
WC and Fe3C, wherein the carbon occupies a trigonal prismatic
environment. The same rationale can be used to explain the
observation of sub-stoichiometry: the energetic competition
between carbon sites and vacancies leads to a minimum at a
specific metal:carbon ratio.
We decided to explore the effect that pressure has on the

energies involved in vacancy formation, motivated by the de-
sire to use pressure as a synthetic handle to tune the carbon
concentration—and thereby bulk properties that depend upon
this concentration—in transition metal carbides. Herein, we use
first-principles calculations coupled with cluster expansion ma-
chine learning methods to survey how both the overall stabil-
ity and the vacancy distribution in NaCl-type zirconium carbide
evolve with pressure.

2. Results and Discussion

2.1. Thermodynamic Phase Stability of ZrCx

The mixing enthalpies derived from density functional theory
(DFT) calculations for each composition and pressure are plot-
ted as solid points in Figure 2. The bounds of the mixing en-
thalpies for the millions of structures predicted by the cluster ex-
pansion (CE) are also shown, and are shaded with the matching

Figure 2. Themixing enthalpy per atom of random ZrCx structures is plot-
ted against composition. Data is plotted at each pressure of 0, 25, 50, and
75 GPa. The solid circles are random DFT relaxed structures. The shaded
areas are the boundaries of the energies of millions of random structures
predicted by the CE method. The open diamonds are ordered structures
from ground state searches reported elsewhere.[41] At x = 0, Zr is in the
fcc phase. The experimental stability range at 0 GPa is shown by the pur-
ple line above the x-axis. The potential stability range at 25 GPa is shown
by the blue line above the x-axis. The green (50 GPa) and yellow (75 GPa)
shaded regions for x < 0.5 are limited in accuracy indicated by the bottom
panels in Figure 3.

colors. The 0 GPa data are in good agreement with experimental
observations that ZrCx is stable around 0.5 ≤ x ≤ 1.0 at ambi-
ent pressures.[19,40] A selection of ordered structures have been
included from ground state searches reported in other work,[41]

and they are plotted as open diamonds in Figure 2. It is apparent
from a comparison of the datasets that overall pressure works to
increase the mixing enthalpy of the ZrCx system, effectively sup-
pressing substoichiometry at high pressures (50 and 75 GPa). At
the intermediate pressure of 25 GPa, we observe that although
the bulk of the structures have a positive mixing enthalpy, there
remains a subset of the structures which have negative mixing
enthalpy and a minimum at a composition distinctly different
from that observed at 0 GPa. The composition range of these
negative-enthalpy structures is 0.73 ≤ x ≤ 1.0. This is promising,
as it indicates that pressure could be a potential method for con-
trolling substoichiometry at conditions accessible with large vol-
ume press methods.
Ordered phases are plotted as open diamonds in Figure 2. Al-

though these ordered phases appear to lie on the convex hull,
only the Fd3̄m Zr2C ordered phase has been consistently iden-
tified through experiment.[40,42–49] There are a few proposed rea-
sons for why Zr2C is the only ordered phase that can be reliably
synthesized, including the possibility that the disordered phases
are kinetically “frozen in” during quenching from high temper-
ature synthesis at higher values of x, or that the Zr2C structure
simply outcompetes the other predicted structures, whether that
be thermodynamically or kinetically.[49]

Figure 2 shows that by 25GPa, themixing enthalpy of the Zr2C
structure has become positive, and therefore is no longer on the
convex hull. However, some of the ordered phases at higher val-
ues of x retain a negative mixing enthalpy. This suggests that
these ordered phases may become more competitive than Zr2C
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Figure 3. Scatter data for the validation of the CE model is plotted at each pressure. The 0 GPa data shows a very good fit for all compositions with a
RMSE of 1.58 meV atom−1. The accuracy at smaller carbon fractions decreases for the higher pressure models, with 75 GPa being the worst with an
RMSE of 12.7 meV atom−1. This limits the accuracy in the green (50 GPa) and yellow (75 GPa) shaded regions for x < 0.5 in Figure 2. However, the
75 GPa model still shows to be very accurate for fractions x > 0.5.

between 0–25 GPa, and could be experimentally targeted with
higher pressures.
At the highest pressure of 75 GPa where substoichiometry is

effectively driven out of the ZrC system, the mixing enthalpy of
the ordered structures is higher than the majority of the disor-
dered structures. This is explained by the significant contribution
of thermodynamic work at high pressures, where the pΔV term
becomes dominant, similar to how entropy dominates the Gibbs
free energy at high temperatures. The ordered structures are typ-
ically found to have larger unit cell volumes, both in calculation
and in experiment,[45,46,50] which leads to them being disfavored
compared to the more dense disordered arrangements at higher
pressures. This could help to explain the success of hot pressing
in achieving dense ZrC with a high carbon occupancy,[51,52] albeit
at much lower pressures than examined here.

2.2. Vacancy Distribution Statistics of ZrCx

The CEmethod is a form of regression analysis that uses amodel
constructed from a linear combination ofmulti-body terms to ap-
proximate a property for a given input structure. Themodel takes
as input the occupancy configuration of a lattice or sub-lattice,
which in this case is the vacancy configuration of the carbon sub-
lattice. This configuration encodes the concentration and spatial
arrangement of vacancies, and so serves as an ideal method for

analyzing and extrapolating the effect that vacancy configurations
have on the energy of a structure.
The CE is able to yield mixing enthalpies of structures roughly

four to five orders of magnitude faster than DFT while main-
taining an accuracy around 2 meV atom−1 in the relevant phase
space. As a result, hundreds of thousands of structures can be
processed in a relatively short amount of time, making it feasible
to examine the statistical tendencies of these systems on a large
scale. Much work has been carried out on ground state structures
in an effort to uncover which phases define the convex hull of the
ZrC system, and to understand what contributes to the ordering
of such structures. However, given that many experiments have
reported disordered ZrC phases, combined with the fact that the
convex hull is flat above 25 GPa, we opted to investigate how va-
cancy pairs are distributed among the full range of configuration
space. The CE was used to sample around one million random
configurations of supercells containing 32 Zr sites at each pres-
sure. Figure 3 shows the scatter data used to validate the CEs.
The 0 and 25 GPa models shows excellent accuracy to DFT data
across the entire composition range. The 50 and 75 GPa models
show deviation from DFT data at low compositions, but remain
remarkably accurate for higher compositions. We find this satis-
factory since the structures of interest will be those with higher
carbon compositions (Figure 2).
In order to investigate the energetic spread of the various pos-

sible vacancy arrangements—and thus to assess which arrange-
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Figure 4. Nearest neighbor vacancy fractions for the lower quarter of mixing enthalpy (Q1, stable) among each composition at different pressures.
Nearest neighbors are split into separate views for visual clarity. Higher values of NN fractions correspond to a higher concentration of that particular
feature (NN pair). The dashed gray line represents the NN fractions of over the full range of predicted structures to serve as a reference line.

ments are more likely to appear in the disordered structures—
we grouped the structures based on their quantiles of mixing en-
thalpy. For example, structures in the bottom quarter (Q1) have
their mixing enthalpy falling below the first quartile and make
up the bottom 25% of structures by mixing enthalpy for their re-
spective composition.
While configurations can be characterized by the positions of

their vacancies—or more simply as a “spin” vector of the vacan-
cies as used in the CE method—it can be more useful to dis-
till down to the number of nearest-neighbor (NN) pairs present
in the calculation cells. While this is not a complete description
of the distribution of vacancies, it nevertheless serves as a way
to correlate our observations to clear and distinct structural fea-
tures. These counts of NN pairs are effectively an analogue for
pair/radial distribution functions, and for structures where the
atoms are on ideal lattice positions it obviates pulling a distri-
bution where no distribution exists. We standardize these NN
counts by composition and stability group (Q1, Q2, etc.) so that
the resulting NN fraction is the relative contribution of that NN
pair to the total spread of NN pairs. For example, the NN1 frac-
tion at a given composition is the number of NN1 pairs present
at that composition divided by the sum of NN1, NN2, NN3, and
NN4 pairs present at that same composition. This normalization
allows the NN counts to be more easily compared across compo-
sition, where otherwise compositions withmore vacancies would
have larger NN counts on account of there being more vacancy
pairs in general.
The nearest neighbor analysis of vacancy pairs in Q1 (lower

quarter) structures is shown in Figure 4. The dashed gray line is
the NN fraction computed over the full range of predicted struc-
tures over all pressures (i.e., without being partitioned into sta-
bility groups). This line serves as a reference against which to
compare the NN fractions within each stability group, and allows
us to examine how the concentration of nearest neighbor pairs
in stable structure differs from that in completely random struc-
tures. As we approach x = 0, all NN fractions converge with the
reference value since there are nomore degrees of freedomwhen
the carbon atoms are fully removed.

For most NN pairs, we begin to observe significant depar-
tures from the reference trace as x surpasses 0.5. In NN1, the
traces are together above the reference trace and split up around
x = 0.4 where the 0 GPa trace approaches the reference trace. For
0.5 < x < 0.8, the NN3 and NN4 pairs both start to becomemore
abundant than the reference value, while NN2 becomes drasti-
cally less abundant. In the same region, the NN1 traces are at
their most spread out much like the NN3 traces. We can reduce
these differences into a convenient value for comparison by deter-
mining the average difference of the NN fraction from reference
over the 0.5 < x < 0.8 composition range. For the NN2 pairs, we
see a difference of around −0.035 at all four pressures examined.
For NN3 pairs, we see that the largest difference is observed at
0 GPa, where the data averages to+0.030 relative to the reference.
In contrast, for the NN1 pairs, the largest difference is observed
at 75 GPa, where the data averages to+0.025 above the reference.
We can strengthen our notion of “stable” by also considering the
NN fractions under the more strict metrics of the bottom fifth
and first percentiles of mixing enthalpy. These metrics show the
same qualifying features, and in fact are even more pronounced.
See the Supporting Information for plots with these metrics.
We can further investigate the chemistry of these vacancy pairs

within the context of the energy associated with forming them.
These energies, called interaction energies, can be calculated us-
ing Equation (1) and are plotted in Figure 5. The vacancy in-
teraction energies at 0 GPa are consistent with the ordering of
those reported by others for this system.[50,53,54] Intuitively, one
should expect the lower energy (more stable) structures to con-
tain a greater concentration of the lower energy interactions, and
a lower concentration of the higher energy interactions. This
trend has been observed in theoretical ground state ZrC struc-
tures in other work,[53] and we observe this to be the case for our
bulk random structures. The NN3 pair has the lowest interaction
energy, which explains why it has the largest difference above the
reference line, while the NN2 pair has by far the highest inter-
action energy, which is consistent with it being the furthest be-
low the reference line. Further support for this correlation can be
seen in an examination of unstable Q4 (highest 25%) structures,
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Figure 5. Interaction energies of nearest neighbor pairs plotted as a func-
tion of pressure. Interactions show the preference NN3 > NN1 > NN4
> NN2 for the full pressure range 0–75 GPa. The NN1 interaction energy
approaches the energy of the NN3 interaction, crossing from positive for-
mation to negative formation around 50 GPa. The NN2 interaction turns
to increase at a pressure of 75 GPa indicating a more complex change to
the potential energy surface at very high pressures. The NN3 interaction
remains effectively constant, with variations below 2 meV—close to the
uncertainty in the calculations.

which show enhanced fractions for the unstable interactions (see
Supporting Information).
Our data allows us to extend this analysis to higher pressures,

where we observe a number of interesting trends. NN1, NN2,
and NN4 all show a significant dependence on pressure, while
NN3 shows effectively none. For the NN pairs that show a de-
pendence on pressure, the interaction energy decreases in all
cases up to 50 GPa. At the highest pressure of 75 GPa, the en-
ergy for the NN1 pair interaction actually becomes negative, hav-
ing dropped 35 meV from its 0 GPa energy. The energy of the
NN4 pair interaction also drops by about 50 meV over the exam-
ined pressure range. The NN2 pair begins to rise in energy at
75 GPa, but overall remains significantly higher in energy than
the other NN pairs. These changes to the relative energies corre-
late with the observed changes in the NN fractions. For example,
it explains why the fraction of NN1 pairs is increased at the ex-
pense of NN3 pairs upon increasing pressure. Indeed, the differ-
ence in the pressure dependence of the various NN pairs can be
viewed as the source of the pressure dependence observed in the
vacancy distributions.

3. Conclusion

We have used DFT and cluster expansion methods to show that
pressure has a significant impact upon not only the vacancy con-
centration in zirconium carbide, but also the spatial distribution
of those vacancies. Large changes to the thermodynamic stability
at 0 K are observed even at pressures as low as 25GPa, opening up
new opportunities for the targeting of ordered phases in the Zr–C
system under synthetically accessible pressures. As these calcu-
lations are all performed at 0 K, they do not take into account the
effect of finite temperature. At temperatures upward of 1200 K,
which are typically required for ZrC syntheses, the synthesis of

ordered phases may be difficult. This may still be the case even at
25 GPawhere the pV term in the enthalpy is expected to be signif-
icant. Thermal quenching at this pressure would likely result in
disordered phases. However, slow cooling under high pressure
may open a route to the discovery of new phases in this system.
We have also demonstrated how pressure influences the va-

cancy interaction energies, which correlate well with the order-
ing and vacancy distribution in ZrC. This presents a new avenue
for accessing different ordered and disordered configurations of
substoichiometric transition metal carbides through pressure-
controlled defect engineering, where relative vacancy interaction
energies can be used to tune vacancy distribution.
These results provide a foundation for experimental investiga-

tions of the relationship between vacancy distribution and bulk
properties in other early transition metal carbides. For example,
the superconducting critical temperatures in NaCl-type TaC and
NbC have been shown to increase as the fraction of carbon ap-
proaches unity. Thus, high-pressure synthesis may serve as a
powerful tool to enhance superconductivity in both known and
as-yet undiscovered transition metal carbides.

4. Experimental Section
First-Principles DFT Calculations: First-principles DFT calculations

were performed using CASTEP v19.11.[55] All calculations used the
Perdew–Burke–Ernzerhof approach to the generalized gradient approxi-
mation of the exchange-correlation functional.[56] This functional should
produce reliable high pressure equilibrium structures at an acceptable
cost.[57–59] Geometry relaxations where the cell parameters were allowed
to vary were treated with a finite basis correction implemented in the
CASTEP code. Calculations used for fitting the cluster expansion were per-
formed with a Monkhorst–Pack[60] grid spacing of at least 0.05 Å−1 and a
cutoff energy of 620 eV. The pseudopotentials were generated using the
QC5 setting for CASTEP’s on-the-fly generated psudopotentials, which
produced potentials optimized for high-throughput calculations.[55] The
calculation cells were generated by randomly removing a number of car-
bon atoms from a cubic supercell of 32 ZrC formula units with the aid of
the atomic simulation environment (ASE) python package.[61] This super-
cell was the 2 × 2 × 2 tiling of the conventional cell. The numbers of carbon
atoms to remove were chosen randomly from a modified normal distribu-
tion. Mixing enthalpies were calculated as the formation of NaCl-type ZrCx
from the end members of the composition space.

Interaction energies were determined from total energies calculated
from first-principles methods using CASTEP. Supercells of 3 × 3 × 3 con-
ventional cells, corresponding to 108 formula units, of ZrC were used for
the vacancy pairs. The calculations used aMonkhorst–Pack grid spacing of
0.02 Å−1 and a cut-off energy of 680 eV. These parameters were converged
to within 0.005 GPa of the calculated stress of defect cells for a balance
between cost and accuracy. The potentials used were CASTEP’s default on-
the-fly generated ultrasoft pseudopotentials. The cells were relaxed such
that the defect cells were fixed to the defect free structure with only the
ionic positions relaxed. See the Supporting Information for more details.
This allowed considering the defects both with the local stress they induce.
The interaction energy of a given vacancy pair, Epair, was defined as the dif-
ference between: i) one cell containing the vacancy pair, E(Zr108C106), plus
one vacancy-free cell, E(Zr108C108); and ii) two cells containing a single va-
cancy, E(Zr108C107):

[62]

Epair =
1
2
[E(Zr108C108) + E(Zr108C106) − 2E(Zr108C107)] (1)

Cluster Expansion Calculations: The CEs were constructed using the
icet v1.4[63] package to build and sample CEs, with ASE as a support-
ing framework. All cluster spaces were constructed from NaCl-type ZrC
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with lattice parameter a = 4.5 Å, and cutoffs of 8, 8, 7, and 6.5 Å for the
respective 2-, 3-, 4-, and 5-body interactions. The carbon sub-lattice was
treated as a binary solution of carbon atoms and vacancies. Because of
the narrow scope of the model, it had no consideration for pressure, and
thus it cannot generalize in the pressure dimension. A separatemodel was
therefore constructed for each pressure investigated.

The models were fit to around 550 DFT-relaxed structures from each
pressure using the mixing enthalpy (eV atom−1) as the fit key and lasso
as the fit method. The model fit was constructed in the same way for each
pressure, using 125 parameters and achieving a root mean square error
(RMSE) of about 2 meV atom−1 for relevant structures. For each pressure
investigated, around one million structures were sampled from the CE for
a total of over four million structures sampled. Structures to be sampled
were generated as supercells of 2 × 2 × 2 conventional cells corresponding
to 32 formula units of ZrC. Random configurations were pulled from a
normal distribution of carbon vacancies truncated to the interval[2,30] with
𝜇 = 16 and 𝜎 = 6.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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