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Stability of the fccphase in shockednickel up
to 332GPa

Kimberly A. Pereira 1, Samantha M. Clarke 2 , Saransh Singh 2,
Richard Briggs 2, Christopher P. McGuire2, Hae Ja Lee 3, Dimitri Khaghani3,
Bob Nagler 3, Eric Galtier 3, Eric Cunningham 3, David McGonegle4,5,
Sally J. Tracy6, Cara Vennari 2, Martin G. Gorman 7, Amy L. Coleman 2,
Carol Davis2, Trevor Hutchinson2, Jon H. Eggert 2, Raymond F. Smith2 &
James P. S. Walsh 1

Despite making up 5-20 wt.% of Earth’s predominantly iron core, the melting
properties of elemental nickel at core conditions remain poorly understood,
due largely to a dearth of experimental data. We present here an in situ X-ray
diffraction study performed on laser shock-compressed samples of bulk
nickel, reaching pressures up to ~ 500GPa. Hugoniot states of nickel were
targeted using a flat-top laser drive, with in situ X-ray diffraction data collected
using the Linac Coherent Light Source. Rietveld methods were used to
determine the densities of the shocked states from the measured diffraction
data, while peak pressures were determined using a combination of measured
particle velocities, shock transit times, hydrodynamic simulations, and laser
intensity calibrations.Weobserved solid compressed face-centered cubic (fcc)
Ni up to at least 332 ± 30GPa along the Hugoniot—significantly higher than
expected from the majority of melt lines that have been proposed for nickel.
We also bracket the partial melting onset to between 377 ± 38GPa and 486
± 35GPa.

Nickel is an abundant impurity element in the Earth’s iron-richcore and
likely alsoplays a significant role in other planetary interiors containing
metallic cores1,2. In the case of the Earth, estimates from cosmo-
chemistry suggest nickel could composebetween 5 and 20w.t.% of the
core3–5. It has long been recognized that a solid inner core is currently
crystallizing out of the core liquid6. The density contrast between solid
and liquid and the depth of the inner core boundary are well con-
strained by seismology, but the composition andmelting temperature
of the core material at the extreme conditions of the inner core
(330GPa to 360GPa) remain unknown. The melting temperature is
particularly unconstrained and could change by up to 1000K
depending on the impurity elements alloyed with iron, and with the
experimental platform used to infer melting.

Recent interpretations of seismic data have revealed a previously
unknown complexity in the structure of the inner core7,8. This sig-
nature may be crystallographic in origin, and thus explained by an
“innermost core,”or it couldbe indicative of trapped liquid along grain
boundaries of the inner core solid9,10. While many studies have inves-
tigated iron and iron alloys under planetary core conditions11–29, direct
observations of the structure and phase of relevant impurity end-
members, such as nickel, are lacking. The stability of high-pressure
phases, and in particular the melting transition and co-existing solid
structure, are essential inputs for thermodynamic mixing models of
core-relevant compositions30. This is especially true for nickel, which
mixes on the liquiduswith iron in the face-centered cubic (fcc) phase at
pressures below 100GPa31,32. At the higher pressures relevant to the
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core, the liquidus phase of nickel has not yet been observed experi-
mentally. There are some predictions that a body-centered cubic (bcc)
polymorph of nickel may be stabilized at high pressures and tem-
peratures, which could change themixing properties between iron and
nickel33–35, while recent ab initio calculations suggest that alloying of
nickel affects the crystallization sequence of iron solid phases at core
pressures35.

Although extensive shock studies were performed on nickel
starting in the 1950s, no information regarding theonset ofmelt canbe
extracted from those measurements36–45. Given this lack of melting
data on nickel, many geophysical models46,47 have instead relied on
directmeasurements of iron at core conditions, and on extrapolations
from lower-pressure measurements on nickel and iron-nickel
alloys11–18,29. Despite the existence of a large body of theoretical work
performed on nickel under extreme pressures and temperatures, to
date there have been very few experimental studies into the crystal
structure of nickel at core conditions48. This lack of a direct experi-
mental examination of the crystal structure of nickel along the prin-
cipal Hugoniot at core-relevant pressures means that the melt line of
nickel remains weakly constrained above 100GPa49,50. A measurement
of the incipient melting and melt-completion pressures—along with
the co-existing solid crystal structure—would provide the first experi-
mental inputs for mixing models of iron and nickel phase relations.

Recent advances using in situ X-ray diffraction (XRD)methods for
the study of matter under dynamically-loaded stresses provide
unprecedented experimental access to atomic structure and bonding
under extreme conditions51–58, and have been used to redefine the
melting curves of elements such as molybdenum, tantalum, and iron
by measuring the pressure at which solid and liquid co-exist on shock
compression59–61. In these cases, the slope of the melting curve has
been found to be much steeper than previously determined in the
~100GPa to ~200GPa range accessible to static compression,
demonstrating the importance of collecting data in the multi-
Mbar range.

Here, we present an in situ XRD study on shocked bulk nickel,
allowing us to measure the onset of melt. We find that solid single-
phase fcc-Ni persists to higher pressures along the principal Hugoniot
than would be expected from themajority of proposedmelt lines, and
arrive at a minimum incipient melting pressure of 332 ± 30GPa.

Results and discussion
Visual inspection of the VISAR images reveals that the breakout was
planar over the region probed by the X-rays in all of the runs reported
here. A summary of the VISAR data is shown in Table 1.Wewere able to
determine breakout times for all runs, but particle velocities and
associated pressures could only be determined for runs 097, 099, and
493. At laser intensities of 1.56 × 1013W cm−2 and higher, we observed a
blanking of our VISAR data that was likely due to the LiF window

becoming opaque at elevated pressures—a phenomenon that is known
to occur at pressures above ~200GPa in LiF (corresponding to pres-
sures above ~400GPa in Ni)62,63. For this reason, particle velocities at
the Ni–LiF interface could not be experimentally determined for runs
160, 151, 420, 422, and 149.

To determine the peak stress in the sample for runs 097 and 099,
we impedance-matched the particle velocity at the Ni–LiF interface,
yielding stresses of 183 ± 23GPa and 240 ± 18GPa for runs 097 and
099, respectively64. These data are displayed in Table 1. Other data
from the VISAR measurements, including the time the shockwave
reached the Ni–LiF interface (breakout time), as well as the time the
X-ray probe was triggered (probe time), are presented in Table 1. From
these data, we are confident that our X-ray diffraction data were
obtained under compression.

To determine pressure for runs 160, 151, 420, and 422, we used
the densities determined from fitting the X-ray diffraction data to
calculate pressures based on a fit to the literature data36–38,41–44,65. To
determine a pressure for Run 149, where solid fcc-Ni was not
observed, the pressures determined from diffraction were used to
construct a calibration curve fitted against laser intensities. To cal-
culate laser intensity values, we used measurements of the actual
laser spot profile, which gave a more accurate measure of the laser
spot diameter and intensity profile than the nominal values. These
measurements showed that 50% of the laser energy is contained
within 139.7μm for the 150 μmphase plates, and within 240.8μm for
the 300μm phase plates. When calculating laser intensity, this 50%
factor was included, and the measured diameters were used to cal-
culate the intensities. Pressures derived from both methods are
presented in Table 2. Comparing Tables 1 and 2, we see excellent
agreement between the pressures derived from VISAR measure-
ments and the pressures derived from XRD-measured densities.
The supplementarymaterial contains a comparison table showcasing
good agreeement between pressures determined from VISAR, pres-
sures derived from XRD densities, and pressures calculated from the
laser intensity calibration curve.

In the following sections, stresses are reported with experimental
errors for those shots where VISAR analysis was possible (runs 097,
099, and 493); for all other shots we report pressure values deter-
mined either directly from densities matched to a fit to literature data
(runs 160, 151, 420, and 422), or using our laser intensity calibration
curve (run 149). For the determination of the pressures derived from
the X-ray diffractionmeasured density, we constructed an exponential
fit to literature pressure–density data. The error is a combination of (1)
the Rietveld refinement model of the XRD, with the error calculated
out to 3σ, and (2) a 99% confidence interval of the exponentialfit to the
literature data. For the determination of pressures from the laser
intensity calibration curve, the error arises from a 99% confidence
interval to Equation (3).

Table 1 | Summary of VISAR data for each run

Run ID Percent
compresseda

Expected transit time
through Ni foil (ns)

VISAR 1 Breakout
Time (ns)

VISAR 2 breakout
Time (ns)

Probe
time (ns)

Particle velo-
city (kms−1)

Stress (GPa)

097 83.0% 2.90 12.5 ± 0.1 12.4 ± 0.1 12 3.6 ± 0.4 183 ± 23

099 93.4% 2.63 10.9 ± 0.1 11.2 ± 0.1 11 4.2 ± 0.2 240 ± 18

160 67.0% 2.36 10.6 ± 0.1 10.6 ± 0.1 9.5 — —

151 86.8% 2.17 9.4 ± 0.1 9.4 ± 0.1 9 — —

420 62.8% 2.10 10.3 ± 0.1 10.4 ± 0.1 10.2 — —

422 69.8% 2.08 10.5 ± 0.1 10.5 ± 0.1 10.4 — —

149 93.8% 2.06 9.4 ± 0.1 9.7 ± 0.1 9 — —

493 85.5% 1.16 4.3 ± 0.1 4.5 ± 0.1 4 5.2 ± 0.3 332 ± 30
aDetermined by comparing the integral of the (111) peak in the preshot and shot X-ray diffraction images.
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Figure 1 shows the integrated diffraction intensities plotted in q-
space for the selected runs. The main panel features seven runs from
the primary experiment being reported here (LV13), arranged with the
incident laser energy upon the target increasing frombottom to top. A
separate panel is used to plot a single run from a second experiment
(L10075), which is discussed below. The reflections from uncom-
pressed fcc-Ni are clearly observed in all runs, consistent with the

X-rays having arrived prior to shock breakout at the Ni–LiF interface.
Reflections that can be assigned to compressed fcc-Ni are highlighted
with red triangles, and their positions were fit simultaneously with
whole-pattern Rietveld methods using the GSAS-II package66 to
determine the density of the compressed phase. Density values and
results from the GSAS-II package66

fits are shown in Table 2. The d-
spacing of the individual peaks of the compressed phase was also
determined with single-peak fitting and compared with the d-spacing
expected for fcc-Ni from the literature (Supplementary
Materials)36–38,41–44,65. The close agreement with the expected spacing
confirms a lack of significant distortion away from cubic symmetry.

For the compressed (111) reflection, we see a clear shift to higher
qwith increasing shock energy. In run097, it appears at slightly lower
q than the ambient (200) reflection; in runs 099 and 160, it overlaps
with the ambient (200) reflection; in runs 151, 420, and 422, it
separates from the ambient (200) reflection and continues to move
to higher q. We also observe the emergence of a broad diffuse signal
centered on the compressed (111) peak in runs 151, 420, 422, and 149
(vida infra).

In all runs, the texture of the diffraction (azimuthal intensity
around Debye-Scherrer cones, see Supplementary Materials) from the
ambient samples is similar, showing distinct intensity variations along
the azimuth that are typical of rolled foils. However, during shock, the
Bragg intensity of the compressed (200) reflection becomes much
more textured, and in all cases, themajority of the intensity arises from
a single localized Bragg spot. This is clearly seen in the dewarped
images plotted in the SupplementaryMaterials. This change in texture
is evidence of a significant reorganization of crystalline domains,
consistent with a large uniaxial compression of the sample59.

We examined the measured XRD images for signs of diffuse
scattering that may provide evidence of liquid, as has been well-
documented in studies on other materials14,67–76. During the ambient
pressuremelting of nickel, a diffuse signal arising from ambient liquid
nickel appears at a q-spacing of ~3.1Å−1, closely matching the position
of the (111) Bragg peak77,78. We can thus expect the q-spacing of nickel
melt signal under high pressures to be close to the (111) Bragg peak
position at that density. The XRD runs can be separated into those
which show no obvious diffuse scattering above the background (097
and 099), and those in which a distinct broad peak has appeared
alongside the compressed fcc-Ni peaks, and whose position can be
refined during Rietveld modeling using a Gaussian peak on top of the
polynomial background (151, 420, 422, and 149). We extracted the
fittedposition of eachof these peaks and found that they fall within the
range 3.5Å−1 to 3.7Å−1, which is consistent with diffuse signal from a
dense nickel liquid (i.e., melt). (For a discussion of the minimum melt
detectability, see the Supplementary Materials.)

We compared our shock compression data to literature data on
nickel in order to assess the consistency between our results and the
field as a whole36–38,41–44,65. Figure 2 shows a pressure–density plot with
ourmeasured density values placed on aHugoniot calculated from the
literature data36–38,41–44,65. For the LV13 dataset, the data points are
color-coded to distinguish whether or not the pressure comes from
the Rietveld refined density (green), from VISAR measurements (pur-
ple), or from the laser intensity calibration curve (red). Similarly, data
from the L10075 dataset are color-coded to identify whether the
pressure came from the Rietveld refined density (open purple) or from
VISAR measurements (teal). We also plot literature data as well as
recent computational Hugoniot data, and find our data to be
consistent.

Themelt curveof nickel as a functionof pressure and temperature
has been experimentally studied in static compression experiments up
to pressures of ~100GPa, while ab initio techniques have been used to
calculate the melt curve up to ~330GPa. Perhaps somewhat surpris-
ingly, the slope of the melt curve at higher pressures varies quite
dramatically between studies (see Fig. 3)33,50,67,68,70,79–91.

Table 2 | Summary of key parameters determined from
each run

Run ID Laser
intensity
(W cm−2)

Observed
phases

Compressed
a axis (fcc-Ni)

Density
(g cm−3)

Pressure
(GPa)

097 5.05 × 1012 fcc 3.1307 (5) 12.72 (5) 192 ± 20a

099 7.37 × 1012 fcc 3.0729 (2) 13.44 (1) 274 ± 19a

160 1.69 × 1013 fcc 3.017 (5) 14.2 (1) 377 ± 38a

151 1.82 × 1013 fcc + liquid 2.966 (1) 14.92 (2) 486 ± 35a

420 2.22 × 1013 fcc + liquid 2.953 (4) 15.1 (2) 515 ± 67a

422 2.23 × 1013 fcc + liquid 2.947 (5) 15.2 (1) 531 ± 52a

149 2.28 × 1013 liquid — — 527 ± 87b

493 1.50 × 1013 fcc 3.034 (2) 13.97 (7) 344 ± 31a

aDetermined using a fit to literature data36–38,41–44,65.
bDetermined using laser intensity calibration curve.
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Fig. 1 | Waterfall plot of the integrated X-ray intensities vs. q of the seven
reported runs from LV13 (bottom) and one reported run from L10075 (top).
Fitted polynomial backgrounds have been subtracted for clarity (see Supplemen-
taryMaterials for uncorrected integrations, Figs. S3–S9). Ambient fcc-Ni reflections
are highlighted with green bars. Locations of Bragg reflections from the com-
pressed fcc-Ni, where present, are highlighted with red triangles to provide a guide
to the eye. Diffraction patterns are ordered in ascending pressure from bottom to
top (see Table 2). Shaded orange areas show a single Gaussian peak, which was
fitted along with a polynomial background (subtracted here), and are taken to
indicate a diffuse signal arising from the presence of melt. Pressures in blue
represent pressures calculated from VISAR data, whereas pressures in black indi-
cate pressures calculated from densities modeled by Rietveld refinements of the
XRD data or pressures from the laser intensity calibration curve.
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A recent study used X-ray absorption spectroscopy (XAS) to
examine statically compressed and laser-heated samples ofNi, yielding
awide rangeof both solid and liquiddata againstwhich to compare the
variousmelt studies70,79. Although thesedata tend to support themore
recent predictions of a steeper melt line, the XAS data were measured
only up to ~100GPa, limiting the ability to constrain the melt line
under much higher pressures using these data. Figure 3 shows a
comparison of all Ni melting studies along with several Hugoniot
models, including multi-phase and single-phase computational
studies33,34,92–95. At pressures below 100GPa, the Hugoniot lies well
below the seven computational melt lines of varying slope that have
been proposed in the literature. At pressures between 100GPa and
300GPa, the variation in the slope of proposed melt lines is large
(Fig. 3, main panel), leading to intercepts with the Hugoniot ranging
from as low as ~170GPa to as high as ~290GPa.

The peak pressures reached in each of the seven runs reported
here from experiment LV13 range from (183 ± 23) GPa to
(527 ± 87) GPa, which covers the broad range of intercepts expected
across all of the reported melt lines in the literature. For the three
lowest pressure runs (183 ± 23GPa, 240 ± 18GPa, 377 ± 38GPa) we see
no evidence ofmelt, suggesting that the onset ofmelt occurs at higher
pressures along the Hugoniot. In the next three higher-pressure runs
(486± 35 GPa, 515 ± 67GPa, and 531 ± 52GPa), evidence of melted
nickel is present, suggesting that the onset of melt occurs below
486 ± 35GPa. Thus, we are able to bracket the onset of melt between
377 ± 38GPa and 486 ± 52GPa. This range is significantly higher than
the vastmajority of literaturemelt lines. The appearance of full melt in

the highest pressure run 149 (527 ± 87GPa) suggests an upper pressure
for melt completion at ~500GPa.

The observation of fcc-Ni up to 531 ± 52GPa implies a coexistence
of melt over a pressure range of at least ~45GPa, and perhaps even
greater. Thismay bepartly due to small differences in howmuchof the
sample was compressed at the time of the X-ray probe, and thus could
be influenced by the timescale of melting. We also note that our
diagnostic has a minimum melt detectability that may influence our
first observation of melt and the resulting inference of the coexistence
region. Both of these points are discussed further in the Supporting
Information.

In the L10075 experiment, we were able to collect VISAR data up
to 332 ± 30GPa, wherewe observed the solid compressed fcc phase of
Ni at a density of 13.97 ± 0.07 g cm−3. From the LV13 dataset, we can
bracket the onset of melting to be in the region of 377 ± 38GPa to
486 ± 35GPa. If our higher pressure runs were also on-Hugoniot, then
fcc-Ni may persist up to pressures as high as 531 ± 52GPa.

We have reported in situ X-ray diffraction data measured up to
pressures of ~500GPa in shocked bulk nickel, which is the highest
pressure reported to date for any structural study on this element. We
observe the persistence of solid fcc-Ni on the principal Hugoniot up to
at least 332 ± 30GPa. Given that this measured incipient melting
pressure is significantly higher than would be expected based on the
majority of theoretical work, our results provide experimental support
for a steeper melt line for nickel than for iron. The appearance of
diffuse scattering at q-values consistent with dense liquid nickel indi-
cates partial melting onset between 377 ± 38GPa and 486 ± 35 GPa.

Our results place the nickel melt line above that of iron, which
was also measured by X-ray diffraction at the National Ignition
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lines. Identifying codes are a combination of first-author surname initial and year of
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reportedmelt lines that extend beyond 100GPa. In the main plot, the single-phase
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other Hugoniot models from the literature are represented as solid lines with dif-
ferent shades of gray to distinguish them from each other33,34,92–95. In the inset, only
the SESAME83103NiHugoniot is represented for clarity. Yellowstar represents run
493, the highest pressure run we obtained with usable VISAR data and XRD data.
For this run, note that pressure was measured with VISAR, whereas temperature
was not measured. This point is the result of placing the pressure value onto the
principal single-phase Hugoniot.

Fig. 2 | Data obtained from this work plotted alongside shock compression
literaturedata andHugoniotdata.Threemethods toobtain thepeakpressure for
each run, detailed in the Supplementary Materials, are represented for the LV13
campaign. Pressure values calculated from the measured density values obtained
from the X-ray diffraction images are plotted as green points. Pressure values
determined from the calibration equation described by Equation (3) are plotted as
red points. Pressure values for runs 097 and 099 were found by VISAR impedance
matching and are plotted as purple points (note that VISAR data for the other runs
is not available due to the high opacity of the LiF window at high pressures). For the
L10075 campaign, pressure from the measured density values is represented as
open green points, whereas pressure from VISAR measurements is shown as open
purple points. Circles represent runs where fcc-Ni was observed, whereas squares
represent runs where fcc-Ni and liquid were observed. Data from the shock com-
pression literature is shown as black crosses36–38,41–44,65. An exponential fit to the
literaturedata is represented as a black line,with 95%confidence intervals shown as
gray dashed lines. This exponential fit included data up to 1000GPa, which is not
pictured above. Three Hugoniotmodels are also shown. In orange is the Ni SESAME
83103 multi-phase Hugoniot, in blue is the Ni SESAME 3100 single-plase Hugoniot,
and in pink is the Ni Hugoniot by Prisbrey92–94.
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Facility and Dynamic Compression Sector11,61. Of particular note is the
relative comparison between iron and nickel using a laser-shock
compression platform and X-ray diffraction as the diagnostic of
melting. Although temperature is not measured directly in these
shock compression experiments, we can infer from the similarity
between Fe and Ni thermoelasticity and Hugoniot relations that the
melting of nickel occurs at significantly higher temperatures than
iron at the conditions of the inner core boundary. In other words, the
large difference in the onset of melting pressure can only be
explained by a different shape of the melting curve, rather than by a
higher temperature of Ni at the same Hugoniot state. Our melting
inference for nickel is in contrast to previous work, in which static
compression EXAFS data were used to place the nickel melt below
that of iron49. On the other hand, the higher melting temperature of
nickel is in agreement with recent computational work that found the
nickel melt line to fall above the iron melt line at inner core condi-
tions by ~700K–800K35.

A steeper nickel melt line has implications for the chemistry and
dynamics of Earth’s inner core. Nickel has generally been assumed to
mix nearly ideally with iron at inner core conditions based on much
lower pressure measurements31. In a qualitative sense, the sig-
nificantly higher melting temperature and fcc crystal structure at the
inner core pressures imply that non-ideal contributions to the free
energy of mixing could be present in the Fe–Ni system. This implies
that the liquidus field of iron alloys that include nickel is broad and
may promote an extended region of solid and liquid mixing at the
inner core boundary96. Further investigation of nickel-bearing iron
alloys may help inform dynamic models of inner core boundary
“sediments” and the inclusion of extensive melt along grain bound-
aries within the inner core9,97. More generally, our results show that
further research into the interaction between nickel and iron at core
pressures is needed to determine the effect of alloying on the
melting temperature.

Methods
Shock compression experiments were performed at the Matter in
Extreme Conditions (MEC) endstation of the Linac Coherent Light
Source (LCLS) at the SLACNational Accelerator Laboratory98. The data
presented in this study were collected at MEC in the standard config-
uration during two separate campaigns (LV13 and L10075) with slightly
different specifications. Experiments for the LV13 dataset were per-
formed in the standard configuration, which is illustrated in Fig. 4. An
ablatively-driven shockwavewas launched into target packages using a
10 ns or 15 ns near flat-top pulse from four arms of a ~60 J laser
(λ = 527 nm). The flat-top pulse shape shown in Supplementary
Materials was selected in order to deliver a temporally steady shock to
the material and yield a state upon the principal Hugoniot of nickel.
The lasers had a nominal spot diameter of 150μm, with 50% of the
energy delivered over 140μm. In some of the runs, 300μm phase
plates were used, with 50% of the energy delivered over 241μm. The
angles of incidence of the lasers were ±20° to the sample normal. The
X-rays were directed normal to the sample, as shown in Fig. 4. Dif-
fraction data was collected on four ePix 10kQUADS detectors (see IV B
for details.)

The in-sample stress was varied through the rotation of a half-
waveplate combined with a polarizer—both placed within the beam
path—to attenuate the drive laser energy reaching the target. In all
experiments except runs 420 and 422, a ~80μmpolyimide (Kapton-B)
layer was used as the ablator; for runs 420 and 422, which had no
window (free surface), we used a 100μm polyimide layer. The poly-
imide layers were coated with 200nm of aluminum on the laser drive
side, and bonded to the sample with a thin layer of epoxy on the other
side. The sample layer was 22 ± 3μm-thick cold-rolled light-tested
nickel foil purchased from Goodfellow. It was characterized as a fcc
(Fm�3m) with a = 3.5238 Å (ρ = 8.911 g cm−3). Windows consisted of
~100μm-thick single crystals of (100)-LiF (lithium fluoride) that had
been coated with 200 nmof Al. The Al-coated side of the windows was

Ni (22 µm)

LiF (100 µm)

Al (200 nm)
Al (200 nm)

Polyimide (80 µm)

VISAR

Scattered X-rays

Drive laser
+20°0°

–20°

Incident X-rays

(111)
(200)

(311)

(111)

(200)

(220)

a)

b)

c)

Fig. 4 | Overview of the experimental configuration and representative X-ray
diffraction data. a Schematic representation of the experimental setup used to
collect the VISAR and in situ X-ray diffraction data at the MEC hutch. The incident
X-rays are normal to the sample plane, defined as 0°. The two drive lasers are
focused onto the X-ray probe region, but each offset by ±20° in the horizontal

plane. VISAR was performed at the Al–LiF interface. b The target package layer
thicknesses for LV13. c Representative X-ray diffraction image from one of the four
ePix 10k detectors is shown. Signals from the face-centered cubic (fcc) phase of Ni
are highlighted. Reflections annotated in white indicate those of ambient nickel,
while those annotated in teal indicate those of the compressed phase.
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bonded to the Ni foil with a thin layer of epoxy. The Al coating pro-
vided a reflective layer for velocity interferometry system for any
reflector (VISAR) measurements99.

Data fromexperiment L10075was collected atMECat a later date,
but with a similar experimental setup. The most salient difference
between L10075 and LV13 was the sample package design, and the
differences arenotedhere. In L10075, the 50μmpolyimide ablatorwas
coatedwith a 0.2μm layer of platinum. The nickel foil was 12.5μm, and
the window was 100μm of lithium fluoride with 0.3μm of titanium as
the reflective layer for VISAR measurements. In L10075, the optical
drive laser had been upgraded to deliver a maximum of ~100 J of laser
energy on target.

Pressure determination
Particle velocities were measured at the Ni–LiF interface using VISAR,
wherein an Nd:YAG 532 nm laser light source was focused onto the
Ni–LiF interface. We used line VISAR to collect spatial information
along one dimension of the samplewith a total field of view of 360μm.
Care was taken to ensure that this field of view overlapped with the
X-ray focal spot (40μm for LV13 and 20μm for L10075) so that the
measured velocities would be pertinent to the measured diffraction.
Two VISAR channels were employed, with different velocity per fringe
sensitivities, to resolve any potential fringe shift (velocity) ambiguity
related to the UP measurement of the near-instantaneous shock
front99. For each reported run, the shock arrival time at the Ni–LiF
interface is constant, within the temporal and spatial resolution of the
VISAR streak camera, over the region probed by the X-rays.

The line-VISAR images from both VISAR streak cameras (VISAR 1
and VISAR 2) were analyzed to yield one-dimensional profiles of
Ni–LiF interface velocity. These profiles are shown in Fig. 5. The
uniformity of the velocity states after shock breakout captured by
VISAR at the Ni–LiF interface indicated that the sample experienced a
near-temporally steady shock. The timing of the sharp rise in the
particle velocity gives a measure of the shock breakout time, while
themean of the peak velocities immediately following breakout gives
a measure of the stress state achieved in the sample. The sample
stresses were determined using impedance matching. Specifically,
we used the linear fits for the dependence of US (shock velocity) on
up (particle velocity) derived from the literature data on the equation
of state of LiF100 and literature data on the equation of state of Ni
(Equations (1) and (2))36–38,41–44,65,101.

US, LiF = 5:1812ð±0:048Þ+ 1:3065ð±0:025Þup, LiF ð1Þ

US, Ni = 4:7239ð±0:048Þ+ 1:1964ð±0:025Þup,Ni ð2Þ

Corrections were applied to account for the refractive index of LiF
under shock compression102.

The HYADES package was used to simulate the progression of the
shockwave through the sample, allowing for an estimate of the pres-
sure within each layer as well as the speed at which the shockwave
traveled through the target package103. The results of these simulations
are shown in the Supplementary Materials.

In our experiments, the sample is uniaxially compressed. While
the use of the term “pressure” throughout the paper suggests a
hydrostatically compressed state, we cannot rule out the presence of
deviatoric stresses, whichwould—in the case of ourmeasurements and
indeed all previousHugoniotmeasurements—give rise to higher values
of longitudinal stress (as determined from our VISAR measurements)
and therefore the reported pressure33,34,92–95. In the analysis of Fowles104

using the Lévy–von Mises yield criterion105, this stress deviation cor-
responds to two-thirds of the yield strength. However, while the high-
pressure strength of Ni is unknown, strength measurements on other
metals106 suggest that the difference between the longitudinal stress
and hydrostatic pressure in our experiments is on the order of a few
GPa. This represents a systematic uncertainty in our reported pressure
values.

In total, eight runs were taken over a range of shock pressures.
Three of these runs (097, 099, and 493) used VISAR impedance
matching analysis to determine the Ni sample pressures (183(23),
240(18), and 332(30) GPa). For other runs, where VISAR was not
available due to poor target reflectivity, the sample pressure was
constrained by a combination of hydrodynamic simulations, and laser
intensity calibrations (see Supplementary Materials).

The laser intensity calibration curve uses the pressure values
determined from a pressure–density relationship that we constructed
using an equation of the form proposed by Drake and Lindl107–109. The
fit is shown in the Supplementary Materials and the equation is given
below (Equation (3)).

PNickel½GPa�=4215ð± 1020Þ
I PW

cm2

h i

0:527μm

0
@

1
A

0:662ð±0:070Þ

ð3Þ

This calibration curve is fitted to data with a maximum laser intensity
of 2.22 × 1013 W cm−2 (2.22 × 10−2 PW cm−2).

The uncertainty in stress is a contribution of the following: (i) the
standard distribution of velocity states above the initial shock; (ii) the
accuracy which fringe shifts can be measured110 in the line-VISAR sys-
tems, taken here as 0.177 km s−1 for VISAR 1 and 0.039 km s−1 for VISAR
2 for the LV13 experiment (5% of a fringe shift; for the L10075

Fig. 5 | Velocity of theNi/LiF interface versus time traces for run097 (LV13, red),
run 099 (LV13, blue), and run 493 (L10075, black). Solid traces represent data
from VISAR 1, and dashed traces represent data from VISAR 2. Shaded regions
reflect the standard deviation of the calculated particle velocity. Time is normalized
to arrival at the Ni/LiF interface. Here, the transmitted compression waves are
describedby a fast initial rise, after which there is a distribution of velocity states up
to a peak value. At late times, the velocity drops off due to a stress release asso-
ciated with the end of the applied laser drive. Temporal unsteadiness in the peak
compression state is attributed to non-ideal laser pulse shaping, reverberations
within the epoxy glue layers of the sample, and, at late times, a reverberationwithin
the Ni foil itself (this is visible 1.5 ns after breakout in run 493). Note that expected
transit times of the shock through the Ni foil for each run are presented in Table 1,
and range from 2.90 ns for run 097 to 1.16 ns for run 493. Determination of the
average shock stress and distribution of stress states includes the range of velocity
states above the initial shock. Error is shown as the shaded region surrounding each
trace. Arrows indicate the region overwhich the rangeof velocitieswas considered,
taking into account the transit times listed in Table 1 for each run.
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experiment, these values are 0.102 km s−1 for VISAR 1 and 0.242 km s−1

for VISAR2) (iii) uncertainty in the LiF andNiHugoniotmodels; and (iv)
for line-VISAR additional velocity uncertainties from spatial non-
planarities in the compression drive111 and random frequency structure
on fringes which can shift the central position of a fringe (due to
random intensity speckle structure emerging from the VISAR input
fiber)112. Other contributors to stress uncertainty which are considered
small relate to uncertainties in the refractive index of LiF102, uncer-
tainties in the timing of the X-ray probe with respect to the VISAR,
uncertainties in the measurements of sample thickness, and non-
uniformities in target layer thicknesses resulting in compression wave
arrival at different times across the VISAR field of view.

X-ray diffraction
XRD data were collected in transmission geometry, with the incoming
X-ray free-electron laser X-ray beam incident at 0° degrees to the
sample normal. For the LV13 campaign, the self-amplified spontaneous
emission–mode X-rays had a peak flux energy of 12.6 keV (λ =0.984Å).
The X-rays were quasimonochromatic (0.2% ΔE/E) and contained 1012

photons. Diffraction images were collected using four ePix 10k QUAD
detectors arranged to capture diffraction over q = 1.5Å−1 to 7.5Å−1

(q = 4πsin(θ)/λ, where λ is the X-ray wavelength and θ is the Bragg
scattering angle). The pixel size of the ePix 10k QUADS is 100μm by
100μm. All of the XRD data reported in this work were collected with
50 fs duration X-ray pulses with an on-sample 40μm spot diameter.

The data for the L10075 experiment (run 493) was collected using
X-rays with a peak flux energy of 10.1 keV (λ = 1.23 Å), and with an on-
sample spot diameter of 20μm.This experiment also used the ePix 10k
QUAD detectors, but Q2 was positioned differently to capture high-
angle data. Raw X-ray diffraction images are shown in the Supple-
mentary Materials. Processed diffractograms are shown in Fig. 1. A
detailed discussion on the calibration procedure and handling of the
X-ray diffraction is present in the Supporting Materials.

In all reported data, the X-rays probed the sample before shock
breakout at the Ni–LiF interface, ensuring that only peak pressure
states and ambient (unshocked) sample were measured. XRD data
were recorded on each sample prior to laser-shock experiments, and
then in situ data were collected during laser-shock compression.

Data availability
The raw X-ray diffraction and VISAR images used in this study are
available in the Figshare database using the following link [https://doi.
org/10.6084/m9.figshare.28477868].

Code availability
The data analysis code implementing the methods described in
the Supplementary Materials is available at https://github.com/
ScottNotFound/pymeccano.
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